
Lean Green Belt Certification Study Guide

Introduction

This study guide is designed to help you prepare for the Lean Green Belt Certification
exam. It covers the key concepts, methodologies, and tools outlined in the IASSC Lean
Six Sigma Green Belt certification syllabus (Version 1.0, June 2021).

1. Define Phase

1.1 The Basics of Six Sigma

Meanings of Six Sigma
General History of Six Sigma & Continuous Improvement
Deliverables of a Lean Six Sigma Project
The Problem Solving Strategy Y = f(x)
Voice of the Customer, Business and Employee
Six Sigma Roles & Responsibilities

1.2 The Fundamentals of Six Sigma

Defining a Process
Critical to Quality Characteristics (CTQ’s)
Cost of Poor Quality (COPQ)
Pareto Analysis (80:20 rule)
Basic Six Sigma Metrics: including DPU, DPMO, FTY, RTY
Cycle Time; deriving these metrics

1.3 Selecting Lean Six Sigma Projects

Building a Business Case & Project Charter
Developing Project Metrics
Financial Evaluation & Benefits Capture

1.4 The Lean Enterprise

Understanding Lean
The History of Lean
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Lean & Six Sigma
The Seven Elements of Waste: Overproduction, Correction, Inventory, Motion,
Overprocessing, Conveyance, Waiting.
5S: Sort, Straighten, Shine, Standardize, Self-Discipline

2. Measure Phase

2.1 Process Definition

Cause & Effect / Fishbone Diagrams
Process Mapping, SIPOC, Value Stream Map
X-Y Diagram
Failure Modes & Effects Analysis (FMEA)

2.2 Six Sigma Statistics

Basic Statistics
Descriptive Statistics
Normal Distributions & Normality
Graphical Analysis

2.3 Measurement System Analysis

Precision & Accuracy
Bias, Linearity & Stability
Gage Repeatability & Reproducibility
Variable & Attribute MSA

2.4 Process Capability

Capability Analysis
Concept of Stability
Attribute & Discrete Capability
Monitoring Techniques

3. Analyze Phase

3.1 Patterns of Variation

Multi-Vari Analysis
Classes of Distributions
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3.2 Inferential Statistics

Understanding Inference
Sampling Techniques & Uses
Central Limit Theorem

3.3 Hypothesis Testing

General Concepts & Goals of Hypothesis Testing
Significance; Practical vs. Statistical
Risk; Alpha & Beta
Types of Hypothesis Test

3.4 Hypothesis Testing with Normal Data

1 & 2 sample t-tests
1 sample variance
One Way ANOVA: Including Tests of Equal Variance, Normality Testing and Sample
Size calculation, performing tests and interpreting results.

3.5 Hypothesis Testing with Non-Normal Data

Mann-Whitney
Kruskal-Wallis
Mood’s Median
Friedman
Sample Sign
Sample Wilcoxon
One and Two Sample Proportion
Chi-Squared (Contingency Tables): Including Tests of Equal Variance, Normality
Testing and Sample Size calculation, performing tests and interpreting results.

4. Improve Phase

4.1 Simple Linear Regression

Correlation
Regression Equations
Residuals Analysis
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4.2 Multiple Regression Analysis

Non-Linear Regression
Multiple Linear Regression
Confidence & Prediction Intervals
Residuals Analysis
Data Transformation, Box Cox

5. Control Phase

5.1 Lean Controls

Control Methods for 5S
Kanban
Poka-Yoke (Mistake Proofing)

5.2 Statistical Process Control (SPC)

Data Collection for SPC
I-MR Chart
Xbar-R Chart
U Chart
P Chart
NP Chart
Xbar-S Chart
CuSum Chart
EWMA Chart

5.3 Six Sigma Control Plans

Control Methods
Cost Benefit Analysis
Elements of the Control Plan
Elements of the Response Plan

Meanings of Six Sigma

Six Sigma is a set of techniques and tools for process improvement. It was introduced by
engineer Bill Smith at Motorola in 1986. Six Sigma strategies seek to improve the quality
of the output of a process by identifying and removing the causes of defects (errors) and
minimizing variability in manufacturing and business processes. It uses a set of quality
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management methods, mainly empirical, statistical methods, and creates a special
infrastructure of people within the organization who are experts in these methods. Each
Six Sigma project carried out within an organization follows a defined sequence of steps
and has quantified financial targets (cost reduction or profit increase).

General History of Six Sigma & Continuous Improvement

Six Sigma evolved from earlier quality improvement methodologies like Total Quality
Management (TQM) and statistical process control (SPC). While TQM focused on overall
organizational quality, Six Sigma provided a more rigorous, data-driven approach to
defect reduction. Its origins at Motorola were driven by the need to compete with
Japanese manufacturing quality. The methodology gained widespread popularity after
Jack Welch made it central to General Electric's business strategy in the 1990s.
Continuous improvement, a broader concept, emphasizes ongoing efforts to improve
products, services, or processes. Six Sigma is a powerful tool within the continuous
improvement framework.

Deliverables of a Lean Six Sigma Project

Lean Six Sigma projects aim to deliver tangible results by improving processes. Key
deliverables typically include:

Problem Statement: A clear, concise description of the issue being addressed,
including its impact.
Project Charter: A document that formally authorizes a project, outlining its
scope, objectives, team members, and timeline.
Process Maps: Visual representations of the current and future states of a process,
highlighting areas for improvement.
Data Analysis: Statistical analysis of process data to identify root causes of defects
or inefficiencies.
Solution Implementation: Changes made to the process to eliminate root causes
and improve performance.
Control Plan: A document outlining how the improved process will be monitored
and maintained to ensure sustained gains.
Financial Impact: Quantified benefits of the project, such as cost savings,
increased revenue, or reduced waste.

The Problem Solving Strategy Y = f(x)

The core of Six Sigma problem-solving is the equation Y = f(x), where Y represents the
output or result you want to improve, and x represents the input variables or factors that
influence Y. This equation signifies that the output (Y) is a function of the inputs (x). The
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goal of a Six Sigma project is to understand and control the relationship between the
inputs and outputs, so that by managing the 'x's, you can predictably achieve the
desired 'Y'. This involves identifying the critical 'x's, measuring them, analyzing their
impact on 'Y', improving the process by controlling the 'x's, and then establishing
controls to maintain the improved performance.

Voice of the Customer, Business and Employee

Understanding the 'Voice' is crucial in Lean Six Sigma:

Voice of the Customer (VOC): This refers to the expressed and unexpressed needs,
wants, and desires of the customer. Capturing VOC involves various methods like
surveys, interviews, focus groups, and market research. It helps define critical-to-
quality (CTQ) characteristics from the customer's perspective.
Voice of the Business (VOB): This represents the needs and objectives of the
organization, such as profitability, market share, and operational efficiency. VOB
ensures that projects align with strategic business goals.
Voice of the Employee (VOE): This refers to the insights, concerns, and
suggestions of employees who are directly involved in the process. VOE is vital for
identifying practical solutions and ensuring buy-in for process changes.

Six Sigma Roles & Responsibilities

Six Sigma initiatives typically involve a structured hierarchy of roles:

Executive Leadership: Champions the Six Sigma deployment, sets strategic
direction, and allocates resources.
Champions: Senior managers who sponsor and support Six Sigma projects,
removing organizational barriers.
Master Black Belts (MBBs): Highly experienced Six Sigma experts who mentor
Black Belts, provide technical guidance, and develop Six Sigma strategy.
Black Belts (BBs): Full-time Six Sigma professionals who lead complex
improvement projects, train Green Belts, and apply advanced statistical tools.
Green Belts (GBs): Part-time Six Sigma practitioners who lead smaller projects or
support Black Belts on larger projects. They apply basic to intermediate Six Sigma
tools.
Yellow Belts (YBs): Individuals with basic Six Sigma knowledge who participate in
project teams and support data collection and process improvement efforts.
Process Owners: Individuals responsible for the day-to-day operation and
performance of a specific process.
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Defining a Process

A process is a set of interrelated activities that transform inputs into outputs. Defining a
process involves clearly identifying its boundaries, inputs, outputs, and the steps
involved. This is crucial for understanding how work flows and where improvements can
be made. Tools like process maps and SIPOC diagrams are often used for this purpose.

Critical to Quality Characteristics (CTQ’s)

Critical to Quality (CTQ) characteristics are the measurable characteristics of a product
or service that are critical to the customer. These are derived directly from the Voice of
the Customer (VOC) and represent the key performance indicators that must be met to
satisfy customer needs. Examples include delivery time, defect rate, or product
functionality.

Cost of Poor Quality (COPQ)

Cost of Poor Quality (COPQ) refers to the costs associated with providing poor quality
products or services. These costs can be categorized into internal failure costs (e.g.,
rework, scrap), external failure costs (e.g., warranty claims, customer complaints),
appraisal costs (e.g., inspection, testing), and prevention costs (e.g., training, quality
planning). Understanding COPQ helps justify improvement projects by quantifying the
financial impact of quality issues.

Pareto Analysis (80:20 rule)

Pareto Analysis, based on the Pareto Principle (or 80/20 rule), states that roughly 80% of
effects come from 20% of causes. In Lean Six Sigma, this means that a small number of
causes are responsible for the majority of problems. Pareto charts are used to visually
identify the most significant factors contributing to a problem, allowing teams to
prioritize their improvement efforts on the vital few causes that will yield the greatest
impact.

Basic Six Sigma Metrics: including DPU, DPMO, FTY, RTY

Several key metrics are used in Six Sigma to quantify process performance:

Defects Per Unit (DPU): The average number of defects found in a single unit of
product or service.
Defects Per Million Opportunities (DPMO): The number of defects per one million
opportunities for a defect to occur. This is a standardized measure that allows for
comparison across different processes.
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First Time Yield (FTY): The percentage of units that pass through a process step
without any defects or rework.
Rolled Throughput Yield (RTY): The probability that a process will produce a
defect-free unit from start to finish, considering all process steps. It is the product
of the FTY of each step in a process.

Cycle Time; deriving these metrics

Cycle time is the total time required to complete one unit of a process from start to
finish. It includes both value-added and non-value-added time. Analyzing cycle time
helps identify bottlenecks and opportunities for streamlining processes. These metrics
are derived through data collection and statistical calculations, providing a quantitative
basis for understanding process performance and identifying areas for improvement.

Building a Business Case & Project Charter

Before initiating a Lean Six Sigma project, a strong business case and a well-defined
project charter are essential:

Business Case: This document justifies the project by outlining the problem, its
impact on the business, the potential benefits of solving it, and the resources
required. It answers the question, "Why should we do this project?"
Project Charter: This formal document authorizes the project and provides a clear
roadmap for the team. It typically includes:

Project Title: A concise name for the project.
Business Case: A summary of the problem and its impact.
Problem Statement: A detailed description of the problem.
Goal Statement: Specific, measurable, achievable, relevant, and time-bound
(SMART) objectives for the project.
Scope: The boundaries of the project, clearly defining what is included and
excluded.
Team Members: Roles and responsibilities of the project team.
Timeline: Key milestones and expected completion dates.
Resources: Any necessary resources, such as data, equipment, or software.

Developing Project Metrics

Project metrics are specific, measurable indicators used to track the progress and
success of a Lean Six Sigma project. These metrics should be directly linked to the
project's goals and help quantify the improvement achieved. Examples include
reduction in defect rate, decrease in cycle time, or increase in customer satisfaction
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scores. Metrics should be established during the Define phase and continuously
monitored throughout the project.

Financial Evaluation & Benefits Capture

Lean Six Sigma projects are ultimately driven by financial benefits. Financial evaluation
involves quantifying the monetary impact of process improvements, such as cost
savings from reduced waste, increased revenue from improved quality, or avoided costs.
Benefits capture is the process of tracking and reporting these financial gains to
demonstrate the return on investment (ROI) of the project. This often involves
comparing baseline performance with post-implementation performance.

Understanding Lean

Lean is a methodology focused on maximizing customer value while minimizing waste. It
originated from the Toyota Production System and emphasizes creating a continuous
flow of value to the customer. The core principles of Lean include:

Value: What the customer is willing to pay for.
Value Stream: All the steps, both value-added and non-value-added, required to
bring a product or service to the customer.
Flow: Ensuring that work progresses smoothly through the value stream without
interruptions.
Pull: Producing only what is needed, when it is needed, based on customer
demand.
Perfection: Continuously striving to eliminate waste and improve processes.

The History of Lean

Lean principles were first developed by Toyota in the mid-20th century, primarily by
Taiichi Ohno and Shigeo Shingo, as a way to achieve efficiency and quality in
manufacturing. It was initially known as the Toyota Production System (TPS). The term
"Lean" was coined in the 1990s by researchers at MIT to describe TPS. Lean has since
been adopted across various industries and sectors beyond manufacturing, including
healthcare, services, and software development.

Lean & Six Sigma

Lean and Six Sigma are complementary methodologies. Lean focuses on eliminating
waste and improving process flow, while Six Sigma focuses on reducing variation and
defects. When combined, Lean Six Sigma provides a powerful approach to process
improvement, addressing both efficiency and quality. Lean helps to speed up processes
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and remove non-value-added activities, while Six Sigma ensures that the processes are
stable and produce consistent, high-quality results.

The Seven Elements of Waste: Overproduction, Correction, Inventory,
Motion, Overprocessing, Conveyance, Waiting.

Lean identifies seven (sometimes eight, with the addition of Non-Utilized Talent) types
of waste, often remembered by the acronym TIMWOOD (Transportation, Inventory,
Motion, Waiting, Overproduction, Over-processing, Defects):

Overproduction: Producing more than is needed or sooner than needed.
Waiting: Idle time created when materials, information, or people are not ready.
Over-processing: Doing more work than is required by the customer.
Defects (Correction): Errors, mistakes, or rework that require additional resources.
Transportation (Conveyance): Unnecessary movement of materials or products.
Inventory: Excess raw materials, work-in-progress, or finished goods.
Motion: Unnecessary movement of people or equipment.

5S: Sort, Straighten, Shine, Standardize, Self-Discipline

5S is a Lean methodology for organizing and maintaining a productive and safe work
environment. The five S's stand for:

Sort (Seiri): Remove unnecessary items from the workplace.
Set in Order (Seiton): Arrange necessary items in an organized and accessible
manner.
Shine (Seiso): Clean the workplace and equipment regularly.
Standardize (Seiketsu): Establish consistent procedures for maintaining the first
three S's.
Sustain (Shitsuke): Maintain the discipline to follow the 5S standards over time.

Cause & Effect / Fishbone Diagrams

Cause and Effect diagrams, also known as Fishbone diagrams or Ishikawa diagrams, are
visual tools used to identify the potential causes of a problem (effect). The problem
statement is placed at the "head" of the fish, and major categories of causes (e.g., Man,
Machine, Material, Method, Measurement, Environment) form the "bones."
Brainstorming is used to identify specific causes within each category, helping teams to
systematically explore all possible factors contributing to a problem.
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Process Mapping, SIPOC, Value Stream Map

Process Mapping: A visual representation of the steps in a process, showing the
sequence of activities, decision points, and flows of information or materials. It
helps in understanding the current state of a process and identifying areas for
improvement.
SIPOC Diagram: A high-level process map that identifies the Suppliers, Inputs, 
Process, Outputs, and Customers of a process. It provides a clear overview of the
process boundaries and key stakeholders.
Value Stream Map (VSM): A Lean tool that visually depicts the flow of materials
and information required to bring a product or service to a customer. It highlights
value-added and non-value-added activities, helping to identify waste and
opportunities for flow improvement.

X-Y Diagram

An X-Y diagram, or scatter plot, is a graphical tool used to visualize the relationship
between two variables. It plots pairs of data points (X and Y) on a Cartesian coordinate
system. This diagram helps to identify potential correlations between input variables (X)
and output variables (Y), which is crucial in the Y=f(x) framework of Six Sigma.

Failure Modes & Effects Analysis (FMEA)

Failure Modes and Effects Analysis (FMEA) is a systematic, proactive method for
identifying potential failure modes in a process or product, assessing their severity,
occurrence, and detection, and prioritizing actions to mitigate risks. It helps teams to
anticipate problems and implement preventive measures, thereby improving reliability
and safety.

Basic Statistics

Basic statistics are fundamental to Lean Six Sigma for understanding and analyzing data.
Key concepts include:

Measures of Central Tendency: Mean (average), Median (middle value), Mode
(most frequent value).
Measures of Dispersion: Range, Variance, Standard Deviation (measures the
spread of data).
Data Types: Continuous (measurable, e.g., height) and Discrete (countable, e.g.,
number of defects).
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Descriptive Statistics

Descriptive statistics are used to summarize and describe the main features of a dataset.
They provide simple summaries about the sample and the measures. Along with
graphical analysis, they form the basis of virtually every quantitative analysis of data.
Descriptive statistics include measures of central tendency (mean, median, mode) and
measures of variability (range, variance, standard deviation).

Normal Distributions & Normality

The normal distribution, also known as the Gaussian distribution or bell curve, is a
symmetrical probability distribution that is fundamental in statistics. Many natural
phenomena and process data tend to follow a normal distribution. Normality testing is
used to determine if a dataset is sufficiently close to a normal distribution, which is
important because many statistical tools and hypothesis tests assume normality.

Graphical Analysis

Graphical analysis involves using visual representations of data to identify patterns,
trends, and relationships. Common graphical tools in Lean Six Sigma include:

Histograms: Show the distribution of a single variable.
Pareto Charts: Display the frequency of causes in descending order.
Run Charts: Plot data over time to show trends and shifts.
Scatter Plots: Show the relationship between two variables.
Box Plots: Display the distribution of data and identify outliers.

Precision & Accuracy

In measurement systems, precision and accuracy are two important concepts:

Precision: Refers to the closeness of two or more measurements to each other. A
precise measurement system will produce consistent results, even if they are not
close to the true value.
Accuracy: Refers to the closeness of a measured value to a standard or true value.
An accurate measurement system will produce results that are close to the true
value.

Ideally, a measurement system should be both precise and accurate.
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Bias, Linearity & Stability

These are characteristics used to evaluate a measurement system:

Bias: The difference between the observed average of measurements and the true
value. It indicates a systematic error in the measurement system.
Linearity: The consistency of bias over the entire range of measurements. A linear
measurement system has a consistent bias across its operating range.
Stability: The consistency of measurements over time. A stable measurement
system produces consistent results when measuring the same item repeatedly over
an extended period.

Gage Repeatability & Reproducibility

Gage Repeatability and Reproducibility (Gage R&R) is a statistical tool used to assess the
amount of variation in a measurement system. It quantifies the variation due to:

Repeatability: Variation observed when the same operator measures the same
part multiple times with the same gage.
Reproducibility: Variation observed when different operators measure the same
part multiple times with the same gage.

Gage R&R helps determine if the measurement system is adequate for its intended
purpose.

Variable & Attribute MSA

Measurement System Analysis (MSA) can be performed for both variable and attribute
data:

Variable MSA: Used for continuous data (e.g., length, weight). Gage R&R is a
common tool for variable MSA.
Attribute MSA: Used for discrete or categorical data (e.g., pass/fail, good/bad). It
assesses the consistency of judgments made by inspectors.

Capability Analysis

Capability analysis is a set of statistical tools used to determine if a process is capable of
consistently producing output that meets customer requirements (specifications). It
compares the actual performance of a process (its variation) with the allowable variation
defined by the customer. Key metrics include Cp (Process Capability) and Cpk (Process
Capability Index), which indicate how well the process is centered and spread relative to
the specification limits.
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Concept of Stability

Process stability refers to whether a process is in statistical control, meaning that its
variation is consistent and predictable over time. A stable process does not exhibit any
special causes of variation (assignable causes), only common cause variation (random,
inherent variation). Control charts are used to monitor process stability.

Attribute & Discrete Capability

Attribute Capability: Assesses the capability of processes that produce attribute
data (e.g., number of defects, proportion of non-conforming units). It determines if
the process can consistently meet a target for attributes.
Discrete Capability: Similar to attribute capability, but specifically for discrete
data, which are countable and often represent categories or counts.

Monitoring Techniques

Monitoring techniques are used to track process performance over time and detect any
shifts or trends that indicate a change in the process. Control charts are the primary tool
for process monitoring, allowing teams to distinguish between common cause variation
and special cause variation. Other techniques include run charts and process
performance dashboards.

3. Analyze Phase

3.1 Patterns of Variation

Multi-Vari Analysis: A graphical tool used to identify the sources of variation in a
process. It helps to visualize the variation within a subgroup, between subgroups,
and over time, allowing teams to pinpoint the dominant sources of variation (e.g.,
positional, cyclical, or temporal).
Classes of Distributions: Understanding different types of data distributions (e.g.,
normal, exponential, Poisson) is crucial for selecting appropriate statistical tools.
Each distribution has unique characteristics that influence how data is analyzed
and interpreted.

3.2 Inferential Statistics

Understanding Inference: Inferential statistics involves drawing conclusions or
making predictions about a population based on a sample of data. It uses
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probability theory to generalize findings from a sample to a larger group, allowing
for data-driven decision-making.
Sampling Techniques & Uses: Various sampling techniques are used to select a
representative subset of a population for analysis. Common methods include
random sampling, stratified sampling, and systematic sampling. The choice of
sampling technique depends on the research question and the characteristics of
the population.
Central Limit Theorem: A fundamental theorem in statistics stating that, given a
sufficiently large sample size, the sampling distribution of the mean of a large
number of samples will be approximately normally distributed, regardless of the
shape of the population distribution. This theorem is crucial for hypothesis testing
and constructing confidence intervals.

3.3 Hypothesis Testing

General Concepts & Goals of Hypothesis Testing: Hypothesis testing is a
statistical method used to make decisions about a population parameter based on
sample data. It involves formulating a null hypothesis (H0) and an alternative
hypothesis (Ha), collecting data, and using statistical tests to determine whether
there is enough evidence to reject the null hypothesis.
Significance; Practical vs. Statistical:

Statistical Significance: Refers to the likelihood that a result is not due to
random chance. It is determined by the p-value, where a small p-value
(typically < 0.05) indicates statistical significance.
Practical Significance: Refers to the real-world importance or magnitude of
an effect. A statistically significant result may not always be practically
significant, and vice versa.

Risk; Alpha & Beta:
Alpha (α) Risk (Type I Error): The probability of rejecting a true null
hypothesis (false positive). It is the significance level set for the hypothesis
test.
Beta (β) Risk (Type II Error): The probability of failing to reject a false null
hypothesis (false negative). It is related to the power of the test.

Types of Hypothesis Test: Various hypothesis tests are available depending on the
type of data, the number of samples, and the research question. Examples include
t-tests, ANOVA, and chi-squared tests.
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3.4 Hypothesis Testing with Normal Data

1 & 2 sample t-tests:
One-Sample t-test: Used to compare the mean of a single sample to a known
population mean or a hypothesized value.
Two-Sample t-test: Used to compare the means of two independent samples
to determine if there is a significant difference between them.

1 sample variance: Used to test hypotheses about the variance of a single
population.
One Way ANOVA: Including Tests of Equal Variance, Normality Testing and
Sample Size calculation, performing tests and interpreting results. One-Way
Analysis of Variance (ANOVA) is used to compare the means of three or more
independent groups. It determines if there is a statistically significant difference
between the means of the groups. Before performing ANOVA, it's important to
check assumptions like normality and equality of variances.

3.5 Hypothesis Testing with Non-Normal Data

When data does not follow a normal distribution, non-parametric tests are used. These
tests do not rely on assumptions about the underlying distribution of the data:

Mann-Whitney: A non-parametric test used to compare two independent groups
when the dependent variable is ordinal or continuous but not normally distributed.
It is an alternative to the independent samples t-test.
Kruskal-Wallis: A non-parametric test used to compare three or more independent
groups when the dependent variable is ordinal or continuous but not normally
distributed. It is an alternative to One-Way ANOVA.
Mood’s Median: A non-parametric test used to compare the medians of two or
more groups.
Friedman: A non-parametric test used for comparing three or more related
samples (e.g., repeated measures) when the dependent variable is ordinal or
continuous but not normally distributed. It is an alternative to repeated measures
ANOVA.
Sample Sign: A non-parametric test used to compare two related samples (e.g.,
paired data) when the dependent variable is ordinal or continuous but not
normally distributed. It focuses on the direction of differences.
Sample Wilcoxon: A non-parametric test used to compare two related samples
when the dependent variable is ordinal or continuous but not normally distributed.
It considers both the direction and magnitude of differences.
One and Two Sample Proportion: Used to test hypotheses about population
proportions. The one-sample proportion test compares a sample proportion to a
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hypothesized population proportion, while the two-sample proportion test
compares two sample proportions.
Chi-Squared (Contingency Tables): Including Tests of Equal Variance,
Normality Testing and Sample Size calculation, performing tests and
interpreting results. The Chi-Squared test is used to examine the relationship
between two categorical variables. It determines if there is a statistically significant
association between the categories. It can also be used for goodness-of-fit tests to
see if observed frequencies differ significantly from expected frequencies.

4. Improve Phase

4.1 Simple Linear Regression

Correlation: Correlation measures the strength and direction of a linear
relationship between two continuous variables. The correlation coefficient (r)
ranges from -1 to +1, where +1 indicates a perfect positive linear relationship, -1
indicates a perfect negative linear relationship, and 0 indicates no linear
relationship.
Regression Equations: Simple linear regression aims to model the relationship
between a dependent variable (Y) and a single independent variable (X) using a
linear equation: Y = a + bX. The regression equation allows for prediction of Y based
on X.
Residuals Analysis: Residuals are the differences between the observed values
and the values predicted by the regression model. Analyzing residuals helps to
assess the appropriateness of the linear model and identify any violations of
assumptions (e.g., non-linearity, non-constant variance).

4.2 Multiple Regression Analysis

Non-Linear Regression: Used when the relationship between the dependent and
independent variables is not linear. It involves fitting a non-linear function to the
data.
Multiple Linear Regression: An extension of simple linear regression that models
the relationship between a dependent variable (Y) and two or more independent
variables (X1, X2, ... Xn). The equation is Y = a + b1X1 + b2X2 + ... + bnXn.
Confidence & Prediction Intervals:

Confidence Interval: A range of values within which the true population
parameter (e.g., mean) is likely to fall, with a certain level of confidence.
Prediction Interval: A range of values within which a single future
observation is likely to fall, with a certain level of confidence. Prediction
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intervals are wider than confidence intervals because they account for both
the uncertainty in the estimated mean and the random variation of individual
observations.

Residuals Analysis: Similar to simple linear regression, residuals analysis in
multiple regression helps to validate the model assumptions and identify outliers
or influential data points.
Data Transformation, Box Cox: Data transformation techniques (e.g., logarithmic,
square root) are used to make data conform to the assumptions of statistical tests,
such as normality or constant variance. The Box-Cox transformation is a family of
power transformations that can be used to transform non-normal data into a
normal shape.

5. Control Phase

5.1 Lean Controls

Control Methods for 5S: Implementing 5S (Sort, Set in Order, Shine, Standardize,
Sustain) is crucial for maintaining an organized and efficient workplace. Control
methods for 5S involve regular audits, visual management tools (e.g., shadow
boards, floor markings), and standardized work procedures to ensure adherence to
5S principles.
Kanban: A visual system for managing work as it moves through a process. Kanban
uses cards or visual signals to trigger production or movement of materials only
when needed, promoting a pull system and preventing overproduction. It helps to
limit work-in-progress and improve flow.
Poka-Yoke (Mistake Proofing): Poka-Yoke refers to error-proofing devices or
methods designed to prevent defects from occurring or to make them immediately
obvious. These can be simple, low-cost solutions that eliminate the possibility of
human error, ensuring that processes are performed correctly every time.

5.2 Statistical Process Control (SPC)

Statistical Process Control (SPC) is a method of quality control that uses statistical
methods to monitor and control a process. SPC helps to ensure that a process operates
efficiently, producing more specification-conforming products with less waste. It
involves the use of control charts to distinguish between common cause variation and
special cause variation.

Data Collection for SPC: Accurate and consistent data collection is essential for
effective SPC. This involves defining what data to collect, how often, and by whom,
ensuring that the data is representative of the process.
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I-MR Chart (Individual and Moving Range Chart): Used for monitoring process
stability and variation when individual data points are collected (e.g., when it's
impractical to group data into subgroups).
Xbar-R Chart (Mean and Range Chart): Used for monitoring the mean and range
of a process when data can be collected in subgroups. The Xbar chart monitors the
process average, and the R chart monitors the process variation.
U Chart: Used for monitoring the number of defects per unit when the sample size
varies.
P Chart: Used for monitoring the proportion of defective items in a sample when
the sample size varies.
NP Chart: Used for monitoring the number of defective items in a sample when the
sample size is constant.
Xbar-S Chart (Mean and Standard Deviation Chart): Similar to the Xbar-R chart,
but used when the subgroup size is larger (typically n > 10-15) and the standard
deviation is a more accurate measure of variation than the range.
CuSum Chart (Cumulative Sum Chart): A control chart that plots the cumulative
sum of deviations from a target value. It is more sensitive to small shifts in the
process mean than traditional Shewhart charts.
EWMA Chart (Exponentially Weighted Moving Average Chart): A control chart
that gives more weight to recent data points, making it more sensitive to small
shifts in the process mean than traditional Shewhart charts.

5.3 Six Sigma Control Plans

A Six Sigma Control Plan is a document that describes how to maintain the gains
achieved during a Lean Six Sigma project. It outlines the monitoring and control
activities necessary to ensure that the improved process continues to perform at the
desired level. Key elements of a control plan include:

Control Methods: Specific techniques and tools used to monitor the process (e.g.,
control charts, visual controls).
Cost Benefit Analysis: A re-evaluation of the financial benefits achieved by the
project and the costs associated with maintaining the improved process.
Elements of the Control Plan:

Process Description: A brief overview of the process being controlled.
Process Inputs/Outputs: Key inputs and outputs of the process.
Process Steps: The critical steps in the process.
Measurement System: How the process will be measured.
Specifications/Targets: Desired performance levels.
Sampling Plan: How often and how many samples will be taken.
Control Charts: Which control charts will be used.
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Reaction Plan: What actions to take if the process goes out of control.
Responsibility: Who is responsible for monitoring and taking action.

Elements of the Response Plan: A detailed plan outlining the actions to be taken
when a process goes out of control. This includes identifying the root cause of the
out-of-control condition, implementing corrective actions, and verifying the
effectiveness of those actions.

◦ 
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